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Low-noise collision operators for particle-in-cell simulations

J.L.V. Lewandowski∗

Princeton Plasma Physics Laboratory

Princeton University, P.O. Box 451

Princeton NJ 08543

USA

(Dated: March 4, 2005)

Abstract

A new method to implement low-noise collision operators in particle-in-cell simulations is pre-

sented. The method is based on the fact that relevant collision operators can be included naturally

in the Lagrangian formulation that exemplifies the particle-in-cell simulation method. Numerical

simulations show that the momentum and energy conservation properties of the simulated plasma

associated with the low-noise collision operator are improved as compared with standard collision

algorithms based on random numbers.
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I. INTRODUCTION

Marker methods have been used for a long time in various disciplines (e.g. plasma physics,

astrophysics, etc.) to give numerical solution of purely convective problems [1, 2]. In these

methods an ensemble of markers (or ‘superparticles’) is used to approximate the solution;

the region of interest covered by the markers defines the phase space associated with the

solution. Each marker is represented through its weight and position in phase space. The

markers are advanced in time according to the characteristics (‘equations of motion’) of the

underlying partial differential equation (PDE) associated with the problem. Marker methods

are particularly useful for collisionless problems [1–3, 12]. However, in many applications

of interest (e.g. turbulent plasmas), collisional processes can have an important impact on

the underlying physics. Marker methods usually include collisional effects in a perturbative

fashion [4, 5]: in the first step, the markers are evolved in phase space according to the

collisionless (i.e. purely convective) dynamics; in the second step, drag and diffusion in

velocity space are included through a randomization of the markers’ weights and/or velocities

according to a prescribed probability distribution. This approach has actually been used

for a long time in fluid mechanics; see for example the paper by Chorin [6]. Although

the standard method is numerically convenient since it separates the implementation of

collisionless dynamics from that of the collisional effects, it also introduces an inherent noise

because of the ‘velocity randomization’ implied by the method. In this paper, we show that

collisional effects can be directly included in the marker trajectories without introducing

a randomization mechanism. As mentioned above, the standard method to account for

collisions in particle-in-cell (PIC) simulations is reminiscent of the splitting operator method.

If fs denotes the probability distribution function of species s, the collisional Vlasov equation

governing fs can be written as

dfs

dt
=

∑
s′

C(fs, fs′) , (1)

where d/dt is the Lagrangian derivative and C is the collision operator. The conventional

approach to solve Eq.(1) in PIC simulations is based on the operator splitting method;

specifically, Eq.(1) is replaced by the following set of equations:

df̃s

dt
= 0 , (2)
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and

∂fs

∂t
=

∑
s′

C(f̃s, f̃s′) . (3)

Conventional marker methods are appropriate for the collisionless dynamics [Eq.(2)]. How-

ever, the collision operator in Eq.(3) usually involves a diffusive term in velocity space which

is incorporated perturbatively into the dynamics by a randomization of the markers’ weights

and/or velocities according to a prescribed distribution.

Although this method agrees with physical intuition, it is, from the numerical point of

view, quite noisy and possibly inaccurate. The deterministic marker method presented

in this paper allows for the simultaneous treatment of convective effects [arising from

the collisionless dynamics, Eq.(2)] and diffusive effects in velocity space [arising from the

collisions, Eq.(3)].

It is worth noting that there has been considerable work done on the topic of colli-

sion operators for PIC simulations. In the work of Shanny et al [4] electron collisions off

ions were modeled as pitch-angle scattering because of the large ion-electron mass ratio;

for these collisions momentum conservation is unimportant and it is straightforward to

construct and implement Monte Carlo models in which the energy is conserved [4]. For

like-particle collisions the issue of momentum and energy conservations is more complex.

There are basically two approaches to address the issue. The first approach is based on

the linearized Landau collision operator; the drag and diffusion terms are treated the usual

way by randomly modifying the positions and velocities of the particles while the particle

weights are altered in such a way as to conserve momentum and energy [7, 8]. The second

approach, first suggested by Takizuka and Abe [9] and further developed by others [10, 11],

is a binary scheme in which the random accelerations and displacements of spatially nearby

pairs of particles are correlated such as to conserve the energy and momentum of each pair.

The paper is organized as follows; in section II, a low-noise marker method to treat

diffusive processes is described and a numerical example based on the diffusion equation

in configuration space is presented. In section III, the noise properties of the deterministic

collision operator are compared with that of the standard collision operator (based on a

randomization process). One-dimensional simulations of electron plasma waves in presence
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of collisions are presented in Section IV; the momentum and energy conservation properties

of the simulated plasma for the standard and deterministic collision operators are compared

and discussed. Concluding remarks are presented in Section V.

II. MARKER METHOD FOR DIFFUSION EQUATIONS

As mentioned in the Introduction, the main reason for solving the system of equations

(2,3) in the conventional PIC method, instead of solving Eq.(1) directly, is the presence of

diffusive effects in the collision operator. Therefore, in order to illustrate the new marker

method we first consider the one-dimensional diffusion equation (in configuration space)

∂f

∂t
=

∂2f

∂x2
, (4)

subject to the initial condition f0(x) = f(x, 0). The main idea behind the marker method

is to write Eq.(4) as a (nonlinear) conservation equation

∂f

∂t
+

∂

∂x
(V f) = 0 , (5)

where

V = −1

f

∂f

∂x
. (6)

For clarity, f(x, t) is used to denote the exact solution of Eq.(4) whereas F (x, t) represents

its approximation. The function f can be approximated by an ensemble of markers (or

‘superparticles’) where each marker j has an associated weight, Wj , and a time-dependent

position, xj(t). As in standard particle methods, such an approximation can be written in

terms of delta functions [1, 2]

F̂ =
N∑

j=1

Wjδ (x − xj) , (7)

where Wj is the weight for marker j and δ(x) is the usual Kronecker delta function; the hat

notation indicates that the representation is singular. For example, 1/F̂ (x, t) can be singular

in region where f(x, t) is nonzero; furthermore, the ratio of delta functions is not defined.

Substituting the discrete representation (7) in Eq.(5) yields the characteristics associated

with the generalized velocity V

dxj/dt = V (xj(t), t)

xj(0) = x0j

 j = 1, · · · , N (8)
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As noted above, V ∝ ∂F̂/∂x/F̂ is not well defined. As in conventional particle methods, a

smoothed version of F̂ is obtained by taking the convolution of Eq.(7) with a shape function

F (x, t) =
(
Sε ? F̂

)
(x, t) =

N∑
j=1

WjSε(x − xj) , (9)

where Sε(x) = S(x/ε)/ε and
∫

Sdx = 1; ε is termed the support parameter. Using represen-

tation (9) in the trajectory equations, Eq.(8), one gets

dxj

dt
= −

N∑
k=1

WkS
′
ε (xj(t) − xk(t))

N∑
k=1

WkSε (xj(t) − xk(t))

(10)

where a prime denotes a derivative with respect to the argument and the initial positions

are xj(0) = x0j. Note that the weights in Eq.(10) do not vary in time; in particular, if all

the weights are initially equal, then all the information about the approximation F (x, t)

is contained in the marker positions. The equations of motion (10) can be integrated

using standard ordinary differential equation (ODE) techniques, such as the Runge-Kutta

method [13], as used in this paper.

Before considering a numerical illustration of the marker method, several observa-

tions are in order. Clearly the accuracy of the marker method depends crucially on the

shape function and its support parameter, ε (see next below). The number of markers,

the method of integration of the equations of motion, the initial loading of the ensemble

{(xk, Wk); k = 1, · · · , N} and the time step of integration are parameters that also influence

the accuracy of the marker method. In some sense, the positions of the markers define a

moving grid as far as the approximate solution is concerned. Of course one can reconstruct

the approximate solution F on a fixed grid {Xg ; g = 1, · · · , Ng} at time t by invoking the

representation (9):

Fg(t) = F (Xg, t) =
N∑

j=1

WjSε(Xg − xj(t)) .

As mentioned earlier, the accuracy of the marker method depends crucially on the properties

of the smoothed PDE’s approximate solution. Therefore it is important to study the impact

of the shape function and its support parameter ε on test functions. As it will become
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apparent below, the accuracy of the smoothing approximation is also related to the initial

loading of the markers. The smoothed approximation of the exact solution f(x) is given by

F (x) =
N∑

j=1

WjSε(x − xj) , (11)

where Sε(x) = S(x/ε)/ε and the shape function S(x) with finite support satisfies the nor-

malization condition ∫ +1

−1

S(x)dx = 1 ,

and S(x) = 0 for |x| > 1. In some cases, there are advantages in using shape functions with

infinite support, in which case the normalization condition is of the form
∫ +∞
−∞ Sdx = 1.

Apart from the actual form of the shape function, there is some freedom in selecting the

value of the support parameter ε. However one can estimate an appropriate value for ε

based on the following considerations. For illustrative purposes, consider a simulation with

N markers that are initially distributed uniformly in the interval x ∈ [−L, L]; therefore, at

t = 0, the average distance between markers is h = 2L/N . If the support parameter is such

that ε < h, then Sε(xj −xk) ∝ S((xj −xk)/ε) = 0 for all markers j 6= k; this implies that the

position of each marker will be independent of the positions of the other markers at least at

t = 0. We conclude that the support parameter must be larger than the average distance

between markers, at least in the average sense. In addition, the value of ε, which is akin to

a grid spacing in the finite difference method, must be chosen such as to accurately resolve

the spatial scale length of f(x). In summary, if λ denotes the (known or estimated) spatial

scale length of f(x) and h is the average distance between markers, the support parameter,

ε, must satisfy the following inequality

h � ε � λ .

There is some freedom in selecting a shape function. Typically one requires some smoothness

properties and/or ease of computation (for example, a Gaussian shape function is smoother

than a hat shape function, but it is computationally more demanding to evaluate). Below
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is a set of shape functions that are defined on the interval [−1, +1]:

S1(x) =
1

2
(gate function)

S2(x) = 1 − |x| (hat function)

S3(x) =
3

4
(1 − x2) (quadratic polynomial)

S4(x) =
15

16
(1 − x2)2 (quartic polynomial) (12)

S5(x) = µ (1 − |x|) e−x2

(hat/Gaussian shape function)

S6(x) = β
(
1 − x2

)2
e−x2

(quartic polynomial/Gaussian shape function)

where µ = (
√

πerf(1) + 1/e − 1)
−1

and β = 2/
(

3
2

erf(1) − 1/e
)

are constants of normaliza-

tion, and erf(x) denotes the error function

erf(x) =
2√
π

∫ x

0

e−t2dt .

The second factor that affects the approximation of f(x) is the initial distribution of the

position of the markers and their associated weights (referred to as the initial loading). There

are two basic approaches to the initialization of the ensemble {(xj, Wj) ; j = 1, · · · , N}. In

the first approach, the markers are uniformly distributed in space. Using the approximation

of ∫
f(x)dx ≈

∑
j

f(xj)h ,

where h is the distance between two neighboring markers, and noting that [see Eq.(7)]∫
F̂ dx =

∑
j

Wj ,

it follows that

Wj = f(xj)h ,

xj+1 − xj = h .

In the second approach, each marker has the same weight, but the spatial distribution of the

markers is not uniform. If there are N markers, the marker weight is then Wj = σ/N where

σ ≡
+∞∫
−∞

fdx. In order to determine the spatial distribution of the markers, it is convenient

to introduce the variable

ξ =

∫ x

−∞ f(x′)dx′∫ +∞
−∞ f(x)dx

,
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which, by construction, is a positive-definite quantity in the unit interval. A uniform distri-

bution in ξ, that is ξj = (j − 1
2

)/N (∀j), yields

xj = g−1

((∫ +∞

−∞
f(x)dx

)
j − 1

2

N

)
,

Wj =
σ

N
, (13)

where g−1 denotes the inverse of g(x) ≡ ∫ x

−∞ f(x′)dx′. As a numerical illustration, consider

the function

f(x) = xe−x2

,

in the interval x ∈ [0, x0], x0 > 0. The initialization based on a set of uniformly distributed

xj yields

xj = (j − 1/2)h ,

Wj = xje
−x2

j h ,

where h = x0/N . Alternatively, one can demand that each marker carries an equal weight;

following the procedure described above [Eq.(13)] one obtains

xj =

√
− ln

(
1 − j − 1/2

N

(
1 − e−x2

0

))
,

Wj =
1

N
. (14)

Fig.1 shows the smoothed approximation of f(x) for a uniform spatial loading (dotted line)

and a nonuniform spatial loading (dashed line) using a quadratic shape function with support

parameter ε = 0.1 for a set of N = 32 markers. The plain line represents the exact function.

For the same parameters, the quartic shape function, which satisfies S ′(x = ±1) = 0, yields

a better approximation (Fig. 2). Further improvement (Fig. 3) can be achieved using

the shape function based on a quartic polynomial and a Gaussian function [S(x) = S6(x);

see Eq.(12)]. Of course, in all the above cases, smoother approximations can be obtained

by increasing the number of markers N . Another parameter affecting the accuracy of the

approximation is the support parameter, ε. Fig. 4 is the same as Fig. 2 except that the

support parameter has been doubled (ε = 0.2). Clearly a much better agreement between

the approximated functions and the exact function is found. If the support parameter is
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further increased the smoothing effect of S(x) becomes too important and the accuracy of

the approximated function degrades.

We now apply the marker method to the diffusion equation, Eq.(4), with initial conditions

f0(x) = 1 ; |x| ≤ 1

= 0 ; |x| > 1

 (15)

The solution of the diffusion equation, Eq.(4), with initial conditions (15) is easily found

using Laplace transforms

f(x, t) =
1√
4πt

∫ +∞

−∞
f0(ξ) exp

(−(x− ξ)2/4t
)
dξ

=
1

2

[
erf

(
x + 1

2
√

t

)
− erf

(
x − 1

2
√

t

)]
,

where, as before, erf(x) is the error function with argument x. As mentioned in the previous

section, there is some freedom in the choice of the shape function S(x). Here we consider a

shape function with infinite support (superGaussian)

S7(x) =
3/2 − x2

√
π

e−x2

. (16)

The equations of motion (10) have been integrated using a second-order Runge-Kutta

method with a fixed time step. The approximate solution has been reconstructed on a

moving grid defined by the marker positions x(t) = {xj(t); j = 1, · · · , N}. Note that one

can determine the approximate solution on a fixed, prescribed grid; however this approach

involves the shape function (or some other form of interpolation) that further reduces the

accuracy of the numerical scheme. Fig. 5 shows the exact solutions (plain line: t = 2.0;

dotted line: t = 4.0) and the approximate solutions (triangles: t = 2.0; squares: t = 4.0)

of the diffusion equation for a set of N = 100 markers. The initial condition is the square

profile of Eq.(15). The shape function is a superGaussian [Eq.(16)]; other parameters are

∆t = 0.01, ε = 1/3 and L = 14.0. We note the excellent agreement of the approximate

solutions with the exact solutions. As it can be expected, slight errors do appear when

F 7→ 0 although their magnitude are small.
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III. NOISE PROPERTIES OF A MODEL COLLISION OPERATOR

In this Section, we apply the new marker method to a model collision operator. In

particular, the collisional relaxation of a given probability distribution function towards

a Maxwellian distribution function is considered. The marker method is compared with

the conventional method based on the Monte Carlo method (randomization of the marker

velocities).

A. Deterministic Collision Operator

Our model problem is given by

∂f

∂t
= C(f) , (17)

where the collision operator is (in appropriate normalized units; see next section)

C(f) = νei
∂2f

∂v2︸ ︷︷ ︸
1

+ νei
∂

∂v
(vf)︸ ︷︷ ︸

2

, (18)

where term 1 represents the diffusive component of C and term 2 accounts for the drag; νei

is a (constant) basic collision frequency. The collision operator (18) annihilates a Maxwellian

distribution, C(fM) ≡ 0, where fM = exp (−v2/2) /
√

2π. Following the methodology de-

scribed in the previous section, Eq.(17) can be written as a conservation equation

∂f

∂t
+

∂

∂v
(Df) = 0 ,

where

D = −1

f

v∫
−∞

C(f(v′))dv′ = −νei

(
1

f

∂f

∂v
+ v

)
. (19)

As before, f is approximated by its discrete representation F based on a set of N markers:

F (v, t) =
N∑

k=1

WkSε (v − vk(t)) .

The marker trajectories are given

dvj/dt = −νei

 N∑
k=1

WkS′
ε(vj−vk)

N∑
k=1

WkSε(vj−vk)

+ vj

 ,

vj(0) = v0j ,

 j = 1, · · · , N (20)
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where a prime denotes a derivative with respect to the argument. Eqs.(20) can be integrated

using standard ODE techniques (e.g. Runge-Kutta algorithm).

B. Monte Carlo Collision Operator

In this Section, the conventional PIC approach for the solution of Eq.(17) is presented.

For simplicity, we derive an equivalent Monte Carlo collision operator based on the binomial

distribution. Let us define the velocity moment of order ` as〈
v`

〉 ≡
∫ +∞

−∞
v`fdv .

Multiplying Eq.(17) by v and v2 and integrating over velocity space, one gets

d 〈v〉
dt

= −νei 〈v〉 ,

d 〈v2〉
dt

= 2νei

(
1 − 〈

v2
〉)

.

It follows from the above expressions that the variance of f defined as σ2 ≡ 〈v2〉 − 〈v〉2

evolves in time according to

dσ2

dt
= 2νei

(
1 + 〈v〉2 − 〈

v2
〉)

.

If at t = 0 the distribution function is a delta function around v0, f = δ(v − v0), and noting

that (at t = 0)

d 〈v〉
dt

= −νeiv0 ,

dσ2

dt
= 2νei ,

then, after a short time ∆t, we expect f to be a Gaussian centered at v = v0 − νeiv0∆t with

standard deviation
√

2νei∆t. In other words, if v(v?) denotes the marker velocity before

(after) the collision, we have the relation of

v? = (1 − νei∆t) v ±
√

2νei∆t ,

or

v? = (1 − νei∆t)v +
[
2H(ξ − 1

2) − 1
]√

2νei∆t , (21)

where H(x) is Heaviside function with argument x and ξ is a random number uniformly

distributed between 0 and 1.
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C. Numerical Comparison

In this Section, we study the collisional relaxation of an initial square distribution

f(v, 0) ≡ f0(v) = 1 ; |v| ≤ 0.5

= 0 ; |v| > 0.5


using the deterministic marker method [Eq.(20)] and the Monte Carlo method [Eq.(21)].

In the limit of an infinite number of markers, we expect both methods to yield the exact

steady state solution. However, from the practical point of view, the relevant quantity is the

difference between the approximate and exact solutions for finite (and possibly small) N .

Fig.6 shows the collisional relaxation of an initial square distribution function (plain line)

towards a Maxwellian distribution (dashed line) using the Monte Carlo method. The dotted

line represents the distribution function after 30 collision times. The simulation has been

carried out using a set of N = 200 markers, a time step of ∆t = 0.1 and a collision frequency

of νei = 0.5. The distribution function has been reconstructed on a fixed grid on the interval

v ∈ [−3, +3] with Ng = 500 grid points. The most striking aspect of Fig. 6 are the large local

deviations of the simulated distribution function; of course, the amplitude of these deviations

can be reduced by increasing the number of markers for an additional computational cost.

Fig. 7 depicts the same quantities as in Fig.6 except that the deterministic collision operator

has been used here. The initial conditions and the parameters are the same as those of Fig.6.

The distribution function is in excellent agreement, excepts perhaps for small deviations for

large v (where F turns out to be small). Fig. 8 presents an alternative perspective of Fig.

7. The triangles represent the actual position of the markers after 30 collision times. The

bulk of the distribution function is in excellent agreement with the Maxwellian distribution.

IV. LOW-NOISE PARTICLE-IN-CELL SIMULATIONS

In the previous Section, it has been shown that, for a given number of markers, the

deterministic marker method is much more accurate that the conventional Monte Carlo

method. The aim of this section is to demonstrate that the use of a deterministic collision

operator yields better momentum and energy conservation properties as compared to the

case of a Monte Carlo collision operator. We consider a one-dimensional periodic system of

period L with a uniform background of cold ions. The electron distribution function obeys
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the equation of

∂f

∂t
+ v

∂f

∂x
+

e

me

∂Φ

∂x

∂f

∂v
= C(f) ,

where

C(f) = νei

(
V 2

th

∂2f

∂v2
+

∂

∂v
(fv)

)
.

Here me is the electron mass, Vth =
√

Te/me is the electron thermal velocity and Φ is

the electrostatic potential which can be determined from the Poisson equation, ∂2Φ/∂x2 =

4πe(ne − ni). In normalized units (x/λD 7→ x, λD =
√

Te/(4πe2n0) is the Debye length,

n0 is the background density, ωpt 7→ t, ωp = Vth/λD is the electron plasma frequency,

fVth/n0 7→ f , eΦ/Te 7→ Φ, νei/ωp 7→ νei), the following system of equations is obtained

∂f

∂t
f + v

∂f

∂x
+

∂Φ

∂x

∂f

∂v
= C(f) , (22)

where

C(f) = νei

(
∂2f

∂v2
+

∂

∂v
(fv)

)
, (23)

and

∂2Φ

∂x2
=

+∞∫
−∞

fdv − 1 . (24)

Using the results of the previous section, we can write Eq.(22) in a full conservative form

∂f

∂t
+

∂

∂x
(vf) +

∂

∂v

((
∂Φ

∂x
−D

)
f

)
= 0 , (25)

where D is given by Eq.(19). The equations of motion are then given by

dxj

dt
= vj ,

dvj

dt
=

∂Φ

∂x

∣∣∣∣
xj

−D(xj , vj) .

The conservation properties associated with the system Eqs.(22-24) can be derived by taking

velocity moments of the Vlasov equation. These conservation properties are given by (see

Appendix A):

∂ 〈n〉x
∂t

≡ ∂N

∂t
= 0 , (26)
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∂

∂t
〈Γ〉x = −νei 〈Γ〉x , (27)

and

∂

∂t
(K + U) = −νei (2K − N) , (28)

where Γ =
+∞∫
−∞

vfdv is the particle flux, U = 1
2

〈
(∂Φ/∂x)

2〉
x

is the potential energy, K =〈
+∞∫
−∞

(v2/2)fdv

〉
x

is the kinetic energy, 〈•〉x denotes spatial average. Eqs.(26-28) show that

in the absence of collisional dissipation the particle number, the total momentum and the

total energy E = K + U are conserved. For the specific collision operator used in this

paper only the particle number N is conserved when νei 6= 0. Eq.(27) shows that the total

momentum decays in time according to

〈Γ〉x (t) = 〈Γ〉x (0)e−νeit . (29)

Integrating Eq.(28) and taking into account Eq.(26) the following quantity should vanish:

δE ≡
∣∣∣∣∣∣K(t) −K(0) + U(t) − U(0) + 2νei

t∫
0

K(t′)dt′ − νeiN(0)t

∣∣∣∣∣∣ . (30)

Fig. 9 shows the time evolution of the total momentum for a system of length L = 8 and a

number of markers N = 6765. The number of grid points is Ng = 64, the collision frequency

is νei = 0.2 and the time step is ∆t = 0.025. The plain line is the exact solution [Eq.(29)]

whereas the dotted line represents the time evolution of the total momentum using the

Monte Carlo operator; we note that the decay rate for 〈Γ〉x exceeds the theoretical value.

The dashed line is for the case of the deterministic collision operator; the time evolution of

〈Γ〉x is is in excellent agreement with the theoretical value.

The most dramatic difference between the Monte Carlo method and the deterministic

method is with respect to the overall energy conservation. If the simulated plasma were

to conserve energy exactly then δE(t) = 0 [Eq.(30)] at any time t. However, apart from

the well-known causes for the nonconservation of energy (finite number of markers, finite

spatial grid size, cumulative errors in the integration of the equations of motion, etc.) the

method of implementation of the collision operator also plays an important role. This is

illustrated in Fig. 10 where the variation of energy δE is depicted for the same parameters
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and initial conditions as in Fig. 9. The Monte Carlo implementation of the collision operator

(dotted line) yields a secular increase in δE. However, the deterministic collision operator

results in a much smaller nonconservation of energy. More importantly, δE saturates for the

deterministic collision operator whereas it does not for the case of a Monte Carlo collision

operator.

V. CONCLUSIONS

In this paper a new method to implement collision operators in particle-in-cell simulations

has been discussed. The main idea behind the new method is to write a given collision

operator as a conservation equation in velocity space which can then be naturally included

in the Lagrangian formulation that pertain to the collisionless dynamics; as a result, no

random numbers are needed in the implementation. One major advantage of the low-noise

collision operator is that the conservation properties of the simulated plasma are considerably

improved. In addition, the method can be easily generalized to more complex collision

operators such as Fokker-Planck collision operators.
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APPENDIX A: CONSERVATION PROPERTIES OF THE VLASOV-POISSON

SYSTEM

In this Appendix, we derive the conservation properties of the Vlasov-Poison system given

by

∂f

∂t
+ v

∂f

∂x
+

∂Φ

∂x

∂f

∂v
= C (f) , (A1)

where

C (f) =
∂

∂v

(
νei

∂f

∂v
+ νeivf

)
, (A2)

∂2Φ

∂x2
= ρ ≡

∫ +∞

−∞
fdv − 1 = n − 1 . (A3)

It is convenient to introduce the velocity average operator

〈•〉v ≡
∫ +∞

−∞
•dv , (A4)

and the spatial average operator

〈•〉x ≡ 1

L

∫ L

0

•dx , (A5)

Note that 〈
∂g

∂x

〉
x

=

〈
∂g

∂v

〉
v

= 0 , (A6)

for any physical quantity g = g(x, v). Multiply Eq.(A1) by vk and operate with 〈•〉v, one

gets after a few integration by parts

∂

∂t
Mk +

∂

∂x
Mk+1 − k

∂Φ

∂x
Mk−1 = Dk , (A7)

where

Mk ≡
∫ +∞

−∞
vkfdv for k = 0, 1, 2, · · · (A8)

is the velocity moment of order k and

Dk ≡ −νeik

 Mk︸︷︷︸
drag

− (k − 1)Mk−2︸ ︷︷ ︸
diffusion

 . (A9)
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accounts for the collisional dissipation. The spatial average of Eq.(A7) is

∂

∂t
〈Mk〉x − k

〈
∂Φ

∂x
Mk−1

〉
x

= 〈Dk〉x (A10)

We now use the standard notation for the density, n ≡ M0, the particle flux, Γ ≡ M1, and

the kinetic energy, E ≡ M2/2. It is easy from the definition (A9) that D0 = 0, D1 = −νeiΓ

and D2 = −2νei (2E − n). Equation (A10) for k = 0 shows that the total number of particles

is conserved

∂

∂t
〈n〉x ≡ ∂N

∂t
= 0 . (A11)

The spatial average of the first-order moment of the collisional Vlasov equation is

∂

∂t
〈Γ〉x −

〈
n

∂Φ

∂x

〉
x

= 〈D1〉x (A12)

where, from Poisson equation (A3), the density is given by n = 1+ ∂2Φ/∂x2. It follows that〈
n

∂Φ

∂x

〉
x

=

〈
∂Φ

∂x

∂2Φ

∂x2

〉
x

,

=
1

2

〈
∂

∂x

(
∂Φ

∂x

)2
〉

x

,

=
1

2

〈
∂E2

∂x

〉
x

= 0 ,

since the system is spatially periodic. Eq.(A12) then becomes

∂

∂t
〈Γ〉x = −νei 〈Γ〉x (A13)

which can be integrated directly to give

〈Γ〉x = 〈Γ〉x (0) exp (−νeit) . (A14)

In the absence of collisions (νei = 0), the total momentum of the system is conserved. The

spatial average of the second-order velocity moment of the collisional Vlasov equation is

∂

∂t
〈E〉x −

〈
Γ

∂Φ

∂x

〉
x

= −νei (2 〈E〉x − 〈n〉x) . (A15)

Using 〈
Γ

∂Φ

∂x

〉
x

= −
〈

Φ
∂Γ

∂x

〉
x
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and the continuity equation [k = 0 in Eq.(A7)]

∂n

∂t
+

∂Γ

∂x
= 0 ,

we obtain 〈
Γ

∂Φ

∂x

〉
x

=

〈
Φ

∂n

∂t

〉
x

,

whereas the time derivative of Eq.(A3) yields

∂n

∂t
=

∂

∂t

∂2Φ

∂x2
.

It follows that 〈
Γ

∂Φ

∂x

〉
x

=

〈
Φ

∂

∂t

∂2Φ

∂x2

〉
x

=

〈
−Φ

∂

∂x

∂E

∂t

〉
x

(E = −∂Φ/∂x)

=

〈
−Φ

∂η

∂x

〉
x

(η = ∂E/∂t)

=

〈
η
∂Φ

∂x

〉
x

= 〈−ηE〉x
= −1

2

〈
∂E2

∂t

〉
x

.

We can write Eq.(A15) as

∂

∂t
(K + U) = −νei (2K − N) , (A16)

where, as before, N ≡ 〈n〉x is the total number of particles,

U ≡ 1

2

〈
E2

〉
x

is the field energy, and

K ≡ 〈E〉x

is the kinetic energy.
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Figure 1 Approximation of the function f(x) = xe−x2
(plain line) based on a set of N = 32

markers. The dotted (dashed) line is for the case of uniform (nonuniform) spatial

loading. The shape function is a quadratic polynomial [S(x) = S3(x); see Eq.(12)]

with parameter ε = 0.1.

Figure 2 Approximation of the function f(x) = xe−x2
(plain line) based on a set of N = 32

markers. The dotted (dashed) line is for the case of uniform (nonuniform) spatial

loading. The shape function is a quartic polynomial [S(x) = S4(x); see Eq.(12)] with

parameter ε = 0.1.

Figure 3 Approximation of the function f(x) = xe−x2
(plain line) based on a set of N = 32

markers. The dotted (dashed) line is for the case of uniform (nonuniform) spatial

loading. The shape function is a based on a quartic polynomial and a Gaussian

function [S(x) = S6(x); see Eq.(12)] with parameter ε = 0.1.

Figure 4 Approximation of the function f(x) = xe−x2
(plain line) based on a set of N = 32

markers. The dotted (dashed) line is for the case of uniform (nonuniform) spatial

loading. The shape function is a quartic polynomial [S(x) = S4(x); see Eq.(12)] with

parameter ε = 0.2.

Figure 5 Exact (plain line: t = 2.0; dotted line: t = 4.0) and approximate (triangles:

t = 2.0; squares: t = 4.0)) solutions of the diffusion equation based on a set of N = 100

markers. The initial condition is a square profile, Eq.(15). The shape function is a

superGaussian [Eq.(16)]. Other parameters are: ∆t = 0.01, ε = 1/3 and L = 14.0.

Figure 6 Collisional relaxation of an initial square distribution function (plain line) to-

wards a Maxwellian distribution (dashed line) using the Monte Carlo method. The

parameters are: N = 200 (number of markers), ∆t = 0.1 (time step), Ns = 600 (num-

ber of time steps) and νei = 0.5 (collision frequency). The final distribution, shown as

a dotted line, has been reconstructed on a fixed grid with Ng = 500 grid points.

Figure 7 Collisional relaxation of an initial square distribution function (plain line) towards

a Maxwellian distribution (dashed line) using the deterministic marker method. The

parameters are: N = 200 (number of markers), ∆t = 0.1 (time step), Ns = 600

(number of time steps) and νei = 0.5 (collision frequency). The final distribution,
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shown as a dotted line, has been reconstructed on a fixed grid with Ng = 500 grid

points.

Figure 8 Final distribution function using the deterministic marker method. The plain

line represents the Maxwellian distribution. The triangles represent the position of

the markers. The parameters are: N = 200 (number of markers), ∆t = 0.1 (time

step), Ns = 600 (number of time steps) and νei = 0.5 (collision frequency). The

final distribution, shown as a dotted line, has been reconstructed on a fixed grid with

Ng = 500 grid points.

Figure 9 Time evolution of the total momentum Γ for a simulation with N = 6765 markers,

system length L = 8 and number of grid points Ng = 64. The time step is ∆t = 0.025

and the collision frequency is νei = 0.2. The plain line is the theoretical value, the

dotted line is for the case of a Monte Carlo collision whereas the dashed is for the case

of a deterministic collision operator.

Figure 10 Variation of total energy δE, defined in Eq.(30), as a function of time for the

same simulation as in Fig. 9. The dotted line is for the case of Monte Carlo collision

operator whereas the plain line is for the case of a deterministic collision operator.

The theoretical value is δE ≡ 0.
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Figure 1 Lewandowski
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Figure 2 Lewandowski
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Figure 3 Lewandowski
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Figure 4 Lewandowski
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Figure 5 Lewandowski
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Figure 8 Lewandowski
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Figure 9 Lewandowski
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Figure 10 Lewandowski
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